Client and Network-based Dual Stack Mobility
Management

Antonio de la Oliv4, Maria Calderot, Carlos J. Bernardds Ryuji Wakikawd
*Universidad Carlos Il de Madrid, Spain
Email: {aoliva, maria, cjb¢@it.uc3m.es
fToyota ITC, USA
Email: ryuji@us.toyota-itc.com

Abstract— We are witnessing how the Internet is evolving to Similarly, an IPv6 node can use Mobile IPv6 (MIPv6) [2] to
tackle users’ demands: mobility (users are mobile) and ubigitous  maintain connectivity while moving between IPv6 networks.
connectivity (billions of devices are demanding IP connedatity). Although a mobility protocol is mostly a tunnel management

The former caused the design of IP mobility protocols aimed . . .
at enabling terminals to be able to seamlessly roam among solution, current mobility protocols are tightly coupledttw

heterogeneous access networks, while the latter has sped e the IP version due to particularities of IPv4 and IPv6 (e.g.,
depletion of the IPv4 addressing space, triggering the degn of movement detection, address management, etc.).

a new version of the IP protocol (IPv6) and the development  Both MIPv4 and MIPv6 are client-based approaches, mean-

of transition mechanisms to enable the co-existence of IPv4 ; ; e :
- e h ; ing that nodes are aware of their mobility and are in charge
and IPv6-based networks. During the transition period, whtch 9 y 9

is expected to last many years, there will be dual stack IPv4 of performing the operations required to keep their ongoing

and IPv6 mobile nodes roaming across IPv4-and-IPv6, IPvérdy ~ Sessions despite the movement. Lately, there is a new trend
and IPv4-only networks. This article presents a compreherige towards solutions that enable mobility of IP devices within

tutorial of the mechanisms that have been standardized recdly g |ocal domain On|y with support from the network: the so-
to support dual stack IP mobility management. called network-based localized mobility approaches. Tihis
very interesting from the point of view of operators, beeaus
I. INTRODUCTION it allows them to provide mobility support without depenglin

. o . . on software and complex mobility related configuration ia th
The Internet is becoming increasingly mobile. The curreﬂier devices. The protocol specified by the IETF to offer
r

trend shows that billions of mobile dewcesz such as SM@ldtwork-based localized mobility support is Proxy Mobile
phones, hand-held gadgets, or even cars will become onIHg,Q/(3 (PMIPV6) [3]

in the near future. Driven by the requirements posed b

Y The trend of increasing users’ mobility and the incipient
the different scenarios where connectivity is demanded, t . - ;
: . o fIP h for kg
Internet Engineering Task Forc€lETF) has standardized. erspectives of IPV6 transition triggered the need for e

y . ing IP mobility solutions suited for mixed 1Pv4/IPv6 mobile
several IP mobility solutions. On the other hand, the rapi vironments. This is a challenging task, mainly due to the

growth of the Internet has led to the anticipated deplethI ht coupling of the existing mobility solutions to the IP

of addresses in the current version of the Internet Proto rsion, and also because of the long-tail expectation vf IP

(IP), i.e., IPv4, triggering the design of a new IP Vers'orﬁefworks. The latter introduces the requirement of prowgdi

IPv6. IPv6 provides sufficient address space and a number, Qvice continuity for applications using IPv4 addresadsle

new features to meet the predicted increase of the size of fﬁg former brings the need to avoid any dependency on the IP

Internet.. The transition from lPV.4 to lPVG 'S a long PrOCe3Frsion of the access network, so a mobile is able to sealyless
(that might never end), and during this per!od of transltloranm between disparate visited networks. The main goal of
the Tle\;vw.tﬂegoieg IP\éG-b?sedkne_trvk\:(_)rkslt_vwlltb:a opeer;t:? {Ris article is to describe this problem and go through the
paraflel Wi Va-based networks. This uilimately me different challenges and solutions that the standardindtra

during this transition period there will be dual stack mebil : : " :
. ave faced in order to provide a mobility framework suitable
nodes (and routers) roaming among IPv4-and-IPv6, IPv@-orﬂ P y

L r the upcoming roaming scenarios.
?ggelzv4-only networks, and communicating to IPv4 and IIDV8A first approach to support the scenario described above

consists in deploying both the mobility management prdgco

Initially, the IETF defined different mobility solutions ifo efined for IPv4 and IPv6 in a dual stack node. Running
IPv4 and IPv6. An IPv4 node can use Moabile IPva (MIPv4) [1?Pv4 and IPv6 mobility protocols in parallel introduces a

to maintain connectivity while moving between IPv4 netwsrk number of issuesi) it requires to send two sets of signaling

The research of the Antonio de la Oliva and Carlos J. Bersakelding to  Messages whenever the terminal hands off to a new location,
these results has received funding from the European CortyisuSeventh i) network administrators have to run and maintain two sets
Framework Programme (FP7-ICT-2009-5) under grant agreeme258053 i
(MEDIEVAL project). The research of Maria Calderon has reeé funding of mOblllty..managemem .SYSIemS’ One. for IPv4 and another for
from the Spanish MICINN through the I-MOVING project (TECEB-18907). IPv6, andlll) the connectivity across different networks would

thttp: //www. i etf. org/ not be guaranteed since that also depends on the IPv4/IPv6
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capabilities of the networks the mobile node is visiting;,ia 7 T e co une
node attempting to connect via an IPv4-only network would W MR1  ProlMR|  ProBaMR1  ProMNPTd
not be able to maintain the connectivity of its IPv6 applimas
and vice versa. Therefore, the approach recommended by the
IETF is to have only one mobility management protocol (i.e., —
extending one of the existing mechanisms) that can support ‘
the mobility for a dual stack node and, consequently, is able o
to: i) manage IPv4 and IPv6 tunnels), signal the mobility of é
IPv4 and IPv6 home addresses aijflallow to connecting to Roer
IPv4 and IPv6 access networks.
Considering that it is foreseen that IPv6 will be the only &
version at the end (i.e., we will finally reach a situation vehe e -
there is only IPv6, or at least it will be the dominant one) RERE
it seems more reasonable from a deployment viewpoint to _ - _
extend IPv6 mobility protocols to handle dual stack nodeS? 1+ Mopile IPv6 and Network Mobility Basic Support prots.
This approach allows for a long lasting mobility solution,

avoiding the need for ch_anging _the _mobility solution in th‘(:entity located at the Home Network of the Mobile Node (MN)
future IPv6 Internet. This solution is the one adopted tWhich anchors the permanent IP address used by the MN,

theb3rbc: Ghenerat.ion PartnershiprPProfetcflls-GPP), Wh:ChSi_S called Home Address (HoA). The home agent (see Fig. 1) is in
probably the main consumer o mopbility p_ro_t(_)co S _'ncgharge of defending the mobile’s home address when it is not
seamless connectivity between cellular and WiFi is comsitle

: _ at home, and redirecting received traffic to the mobile'senir
as a key feature from mobile operators, which need fro

WiFi Hload traffic f hei q cation. When away from its home network, the mobile
Il CCESSEes to_o oad tra Ic rom t elr congeste _networ ode acquires a temporal IP address from the visited network
(without decreasing the Quality of Experience of their gger

bil . ide IPV6 -’ — called Care-of Address (CoA) — and informs the home
mobile operators are starting to provide IPv connectlvnggem about its current location, by sending a Binding Updat

togeliher ;V:th IPva, ccl)nS|der|ng|_(tjhe us_e_of IPv6r-]ba_sed dLWessage. An IP bi-directional tunnel between the mobileenod
stac - Mobl Ity protocols as a vali tranS|_t|on mechanism. - 44 the home agent is then used to redirect traffic from and to
This article presem.s the recently defined sta_ndards 0 §¥a mobile. In this way the packets generated by the mobile
tend the IPv6 mobility management mechanisms so thg de’s communication peer — called Correspondent Node (CN)
support dual stack nodes roaming among IPv4-and-IPv6:IPV6 o ¢ 15 the permanent address of the mobile (i.e., its home

only gnd IPv4-only networks (Section I.”' Both C“,ent'bdseaddress) are tunneled to the current location of the MN, and
(Section IV) and network-based solutions (Section V) ane

idered. We fi e th . fth 1P §nce arrive at the care-of address. There is also optional
consigered. Ve |r_st summanzet e operation of the main [Py pport to avoid this suboptimal routing and enable the faobi
mobility solutions in Section Il.

node to directly exchange traffic with a correspondent node
0. 1PV6 MOBILITY MANAGEMENT without traversing the home network. This additional suppo
) o ] is called Route Optimization, and allows the mobile to also

This section is devoted to presenting the two Maipform correspondent nodes about its current location.
paradigms of IP mobility suppory:) chent-ba;ed moblllty__ The Network Mobility Basic Support (NEMO B.S.) pro-
management, where the_ terminal is aware of its own mobiligy g [4] extends MIPv6 to also support the movement of a
and takes active part on its management,ignaetwork-based yhole network, by the router of the network — called Mobile
mobl_l|ty management, where mobility is transparent for theouter (MR) — taking care of the mobility management (i.e.,
terminal and is performed by the network on its behalf.  mopility signaling and tunnel setup) of the entire network o

As motivated in the introduction, in this article we focugyehalf of its nodes — called Mobile Network Nodes (MNNS).
only on IPv6 mobility management protocols. The main proterpe |p addresses of the MNNs belong to the Mobile Network
col designed for client-based mobility management is MbDipyefix of the mobile network, which is anchored at the mobile

IPv6. Extensions to Mobile IPv6 have also been defined jgter's home agent. There is no route optimization support
order to support the roaming of complete networks (Netwodt,ndardized for NEMO.

Mobility).
In the case of network-based mobility, the IETF has defined )
the Proxy Mobile IPv6 protocol to enable terminals in & Proxy Mobile [Pv6
localized domain to be able to roam transparently (i.e hovit Proxy Mobile IPv6 (PMIPv6) [3] is a network-based lo-
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any kind of additional support). calized mobility management protocol. This means that user
terminals are provided with mobility support without their
A. Mobile IPv6 and NEMO Basic Support protocol involvement in the mobility management and signaling, as

Mobile IPv6 (MIPV6) [2] enables global reachability anOthe required functionality is relocated from the terminal t

session continuity by introducing the Home Agent (HA), aH'@ nétwork. In particular, movement detection and sigigll
operations are performed by a new functional entity — called

2ht t p: / / wwwv. 3gpp. or g/ Mobile Access Gateway (MAG) — which usually resides on
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seamless address continuity for both IPv4 and IPv6 type
of addresses).
‘ The type of network visited by the mobile node — in

| e terms of IP connectivity capabilities (i.e., IPv4 or IPv6)
LMA@/\ — should be transparent, so the user is able to roam

between IPv4 and IPv6 networks (and of course, also

to both IPv4 and IPv6 capable domains), even if the
user is behind a Network Address Translator (NAT).

In order to better understand what are the specific technical
challenges behind these two general requirements, wergrese
next the main scenarios for dual stack mobility manage-
ment [5]. While describing these scenarios, we identify the
main challenges to be tackled by the extensions to the lirzese-|
specifications MIPv6/PMIPV6 [6] [7], in relation to the geak
requirements previously highlighted. Note that the sdesar
are not mutually exclusive, and therefore several scesadn
coexist simultaneously in a given situation.

The different scenarios are shown in Fig. 3. Note that
hereinafter the term mobile node (MN) refers to both a mobile
host or a mobile router. In the next scenarios we assume that

i ) o the MN as well as all the mobility related entities (HA, LMA,
the access router (see Fig. 2). In a Localized Mobility D(rmaMAG) are IPv4 and IPv6 enabled (i.e., dual stack).
(LMD), which is the area where the network provides mobility ’

support, there are multiple mobile access gateways. The MAG ) .

learns through standard terminal operation, such as rantr A. Public IPv4-only visited network

neighbor discovery or by means of link-layer support, about This scenario encompasses a mobile node which hands off
a terminal movement and coordinates routing state upda@sattaches to an IPv4-only network. For instance, this és th
without any mobility specific support from the terminal. The¢ase of a mobile node performing a handover to a typical
IP addresses used by nodes within an LMD are anchoreddii enabled domestic network (sétwork A in Fig. 3), as

an entity called Local Mobility Anchor (LMA), which plays currently very few Internet Service Providers (ISPs) pdevi
the role of local home agent of the domain. Bi-directiondPVv6 connectivity at home. This scenario is even more relfeva
tunnels between the local mobility anchor and the mobiig the short term as most of the public/private hotspots idiev
access gateways are set up, so the mobile node is enabletPug-only connectivity.

keep the originally assigned IP address despite of itsimtat Considering that an IPv4-only network does not support the
within the localized mobility domain. Through the interdiem  use of IPv6 transport, nor provides a mobile node with an IPv6
of the local mobility anchor, packets addressed to the raobffare-of Address (CoA), the major issues that a mobile node
are tunneled to the appropriate gateway within the domaimust face when handing off to an IPv4-only network are the
Upon arrival, packets are locally forwarded to the mobildeo following ones:

which is therefore oblivious to its own mobility. PMIPv6 is « The mobility management protocol must be able to use
based on MIPv6, extending its signaling. an IPv4 address as current locator (i.e., CoA) of the
mobile node. As previously noted, the network does
not provide the mobile with an IPv6 address, thus the
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Fig. 2. Proxy Mobile IPv6.

IIl. DUAL STACK MOBILITY MANAGEMENT SCENARIOS

This section identifies and describes the issues that a dual
stack mobility management should address. As pointed out in
the introduction, mobile operators are currently veryriested
in enabling their customers to be able to roam not only
within their cellular networks, but also to WiFi accessether
supporting simultaneous connectivity via cellular and WWiF
handing off from one to the other. This is basically one of
the main triggers of the need of efficient IP-based mobility
solutions nowadays. Additionally, as opposed to when Mobil «
IPv4 and Mobile IPv6 solutions were initially designed, the
mechanisms to be adopted and deployed need to be capable
of operating during the IPv4/IPv6 transition phase (which
might perfectly never end). This basically translates itite
following two general requirements:

mobility management protocol must be capable of using
IPv4 addresses as locators.

The mobility management signaling must be able to
handle IPv4 addresses. Currently mobility protocols are
very tight to the IP address family. To support roaming to
IPv4-only networks, the mobility management protocol
must be able to signal IPv4 addresses as locators (i.e.,
CoAs).

Support of data transport over IPv4. Currently both
MIPv6 and PMIPv6 use IPv6-in-IPv6 tunnels to deliver
data packets to the mobile node. If IPv4-only networks
are also to be supported, mobility tunnels must be de-
coupled from the actual IP family, that is, both IPv6 and
IPv4 tunneling must be allowed.

i) The mobile has to be able to enjoy seamless serviceThese three issues are related to the second general require
continuity while using IPv4 and IPv6 applications (i.e.ment identified at the beginning of this section, as appboat



Support for Support for Support for Support for | NAT traversal
Scenario IPv6 user traffic| IPv4 user traffic| IPv6 locator | IPv4 locator support
and transport| and transport

A. Public IPv4-only visited network DEPENDS DEPENDS NO YES NO

B. IPv4-only correspondent node or applicatig NO YES DEPENDS DEPENDS DEPENDS
C. IPv6 and IPv4 network DEPENDS DEPENDS YES NO NO

D. IPv4 NATed network DEPENDS DEPENDS NO YES YES

TABLE |

SUMMARY OF IPV4-IPv6 TRANSITION SCENARIOS AND REQUIREMENTS ON THEP MOBILITY SUPPORT

running on a mobile node should be able to benefit froomtil the whole Internet is IPv6 enabled. As IPv6 is deployed

seamless continuity despite the mobile node roaming betwde a network, IPv4 support will not be discontinued in order

visited networks providing different IP version conneittiv to support IPv4-only peers.

types. Note that this requirement should be met indepehdent This scenario brings the need for the mobility protocol to be

of whether the application is an IPv4 or an IPv6 one. able to transport both IPv4 and IPv6 traffic indistinctlyides

an IPv6 tunnel. This issue is related to the second general

B. IPv4-only Correspondent Node or Application requirement identified at the beginning of the section, esinc
This scenario encompasses two different cases. The fﬁ%?pi”ty support should be provided independently of thesty

. of visited access network.

case corresponds to a mobile node attached to an IPv6 network

(seeNetworks B or C in Fig. 3) that wants to communicatep Network Address Trangdation considerations

with a correspondent node located in an IPv4-only network

E)Seefr?e 02:;‘2083 ?&Eﬁﬁ%ﬁ%;ﬁ?g}: :r;itg r(]e(;]ea{btlglj rrre?\)llvc%mecting to the Internet using private addressing in lsanal

that wants to reach a Home Media Server located at its IPvA2 < oﬁlge environments. Mostly all 1Pva net\_/vorks found in
such environments use a NAT incorporated in the gateway,
only network at home.

. that allows the management of a private address block while
The second one would be the case of a mobile node that. =~ .". L2 . . .

o maintaining connectivity with the Internet. In spite of ithe
wants to use an IPv4-only legacy application, e.g., a worker

. : o : (Proliferation, NATs are a well known problem for all mobyfit
accessing a business related application which only stgpor . -
IPv4. Note that in this case it does not matter if the undedyi protocols as they prevent direct communication between the

. . RS obile node and the anchor point without previous proper con
network is IPv6 enabled, since the application is only able [. . . .
iguration. In the general case, each of the previous sanari

handle IPv4 addresses.

We argue that both cases are highly relevant for mobiﬁ%’here IPv4 connectivity is present is subject to be behind a
management protocols during the IPv6 transition phase. heI'Herefore it is required that the dual stack mobile nodes

first scenario will appear as often as the one depicted in the ;
; : ) . : Implement mechanisms for NAT-traversal to grant the com-
previous section, due to the time required to widely deploy " . : ; . .
. . . unication between the mobile and its anchor point. This

IPv6. The second case will be progressively solved with th . : .
S aJso falls into the second general requirement of provision

upgrade of the IPv4-only applications. However we canngQ

underestimate the reluctance of companies to modif thojrservice continuity independently of the IP charactarsst
. . L P y ‘fm terms of family version and NAT presence) of the visited
critical legacy business applications.

In order to address these scenarios, mobility managemgﬁ?ess network.
protocols have to be extended to provide connectivity amd gummary of scenario requirements
reachability for IPv4 prefixes and addresses at every mament
so a mobile node is able to communicate with IPv4-0nI%/C
correspondent nodes and using IPv4-only applications.

Current Internet massively uses NATs as a simple way of

In this section, some dual stack mobility management
enarios have been described, with the goal of highlightin
The issues brought up by these two scenarios clearly fatlvse main 1Ssues posed by thgm, and _derlvmg the technical
: . . . o -2 fequirements that the IP mobility solutions should meet. A
into the first general requirement identified at the begigrmih . o .

ummary of this analysis is shown in Table I. Note that

e o o B cenario e cosen o Nghight spectc sesiesin
addresses requirements, wnhqut fully describing .the whole scenario
' (e.g., when explaining the IPv4-only visited network, it is
not specified whether the mobile node is running an IPv6 or
C. IPv6 and 1Pv4 capable networks IPv4 application), and that is the reason why in Table | some
A mobile node may be attached to a visited access netwadquirements are marked as “DEPENDS".
that is both IPv4 and IPv6 capable ($¢atwork C in Fig. 3). In Sections IV and V are devoted to present — with the support
this case the mobile will likely prefer to use IPv6 as transpoof the scenario and requirements analysis performed in this
of its data packets for both IPv4 and IPv6. An obvious reasaeection — the different extensions designed for Mobile IPv6
to prefer IPv6 over IPv4 transport, is to avoid traversingldA and Proxy Mobile IPv6 to enable their operation in dual stack
We argue that this scenario will become the most common oseenarios.
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Fig. 3. IP mobility transition scenarios.

IV. MOBILE IPv6 SUPPORT FORDUAL STACK HOSTS AND The option of carrying an IPv4 care-of address is also defined
ROUTERS in RFC 5555, as there are scenarios in which the mobile node
will not be able to configure a global IPv6 address as care-of

Mobile IPv6 standards (i.e., MIPv6 and NEMO B.S.) o ;
have been extended in REC 5555 (Dual Stack Mobile 1PV ddress (see Sec.lll-A). A new option is also defined to allow

DSMIPv6) [6] to support the operation of dual stack mobilé e home agent n_otlfy the mobll_e r_10de that there IS a NAT
hosts and routers, by enabling thétio roam over both IPv4 In the path, including a flag that indicates to the mobile node

and IPv6 visited networksi) to register IPv4 home addresse'sf UDP tunneling should be used, and optionally including a

. . f suggested NAT binding refresh time (in case the home agent
and mobile network prefixes, arid) to transport IPv4 and kng\?\/s the NAT timeou? value, e.g WE\en the NAT belongsgto
IPv6 traffic over the tunnel between the mobile node/routftarge same administrative dom,air.1 t.I,'lat the home agent). If we

its h nt. . . . o
and its home agent refer to the requirements summarized in Table I, this siggal

As hinted in the introduction, the use of an IPv6 mobility : .
changes are part of the extensions needed to allow supgortin

proto<_:o| to handle dual stack nodes p_rmgs an_ |mp0rt§1nt V%oth IPv4/IPv6 user traffic and locators, as well as to detect
tage: it allows for a long lasting mobility solution. Whil@v6
and traverse NATS.

presence in current deployed networks and in the Internet’is
very little compared to the one of IPv4, it is expected th&é th Regarding the last two requirements, both of them are
will change in the short future. By extending Mobile IPv6 taddressed on RFC 5555 allowing the configuration of several
support dual stack nodes — instead of the alternative appro@aunneling mechanisms for different scenarios. A dual stack
of doing so with Mobile IPv4 — the need for changing thenobile node can get attached to an IPv6/IPv4 dual stack, an
mobility solution when IPv6 is introduced within a deployedPv6-only or an IPv4-only access network. In case the mobile
network is eliminated. node is able to configure an IPv6 care-of address, this should
Basically, there are three different extensions to MIP\# thbe used as source address for the MIPv6 signaling (and also as
are required in order to support dual stack nodesignaling the local end of the bi-directional tunnel with the home apen
extensions to allow carrying IPv4 addresses (and prefixes) dn case the access network only provides IPv4 connectibigy,
detecting NATSs,ii) new types of tunnels, allowing for themobile node needs to detect if it is behind a NAT or not. In
transport of IPv4 and IPv6 data packets, even traversingsNAbrder to do so, the initial IPv6 Binding Update (source adsre
and iii) support for attachment to IPv4-only networks (thiset to the mobile’'s home address, destination address g&t to
involves IPv4 care-of address support and NAT detectidn).Home agent’s IPv6 address) is encapsulated in UDP, which is
is assumed that a home agent serving a dual stack molitnsported using IPv4 (with source address the mobile’sode
host/router has also an IPv4/IPv6 dual stack. IPv4 care-of address, and destination address the homésagen
Regarding the first requirement, modifications to MIPv8Pv4 address). The home agent compares the IPv4 address of
signaling, there are just a couple of significant changesh®n the source address field in the IPv4 header with the address
one hand, a new option (called IPv4 Home Address optiomcluded in the IPv4 care-of address option. In case the two
is defined, which allows a mobile node not only to use addresses do not match, that means that there is a NAT in the
IPv6 Home Address, but also an IPv4 one (see Sec. llI-B)ath, and the home agent includes a NAT detection option in
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the Binding Acknowledgment. introduced by the tunneling can account for a large portion

Fig. 4 shows the different tunneling approaches defined by the bandwidth consumed by the mobile node, especially
RFC 5555 for communications between a dual stack mobfler applications such as Voice over IP, which exhibit small
node and IPv6 or IPv4 correspondent nodes. Due to spgayloads. For example, if we take the iLBC (internet Low
constraints, only packets sent by the MN are shown in Fig. Bitrate Codec) [8] codec (it is one of the codecs used by
the other direction will follow the symmetric path, as theéhe well-known Skype application) with an encoding length
tunnels are bi-directional). Both IPv4 and IPv6 data foditag of 20 ms, that results in a payload rate of 15.20 kbps. For a
between the mobile node and its home agent are supportégalP application using this codec and RTP/UDP over IPv4, the
IPv6 tunneling is generally preferred in case the mobileenoddditional packet overhead introduced by Dual Stack Mobile
has a valid IPv6 care-of address. If the mobile is behind a NAPv6 is of 33.9% for IPv4-in-IPv6, 20.4% for IPv4-in-IPv4
device, UDP tunneling is used. If a public IPv4 care-of addreand 26.4% for IPv4-in-UDP-over-IPv4 encapsulation. Hinal
is available (i.e., no NAT detected), then UDP tunneling i is worth highlighting, from a performance viewpoint, the
generally not required, although there are a few exceptiommpact of roaming between networks with different IP vensio
such as when the local domain does not allow IP-in-IP traffideployed. Moving from an IPv6 to an IPv4 visited network
where UDP might be used even when the mobile node is rtakes generally more time, due to the fact that the mobileenod
behind a NAT. usually detects that it is attached to an IPv4-only netwarly o

The support of different tunneling options is required in omfter the IPv6 movement-detection algorithm fails to caumfigy
der to meet the requirements of support of IPv4/IPv6 logatoan IPv6 address.
and transport of Table | and also to be able to traverse NATSs.

In order to meet this last requirement, the mechanisms and
signaling options defined to detect NATs are used.

The variety of tunneling formats defined by the RFC 5555 In this section we have identified and described the technica
deserves additional attention. First, a mobile node migleidn protocol extensions to Mobile IPv6 required to meet the
to change the tunneling format as a result of a movemerggquirements listed in Section Ill, resulting in the DSM&Pv
which can impact on the link and path MTU visible to thespecification. This protocol has been adopted by the 3GPP as
applications hosted on the mobile hosts (or on the nodese of the mechanisms to support mobility between hetero-
attached to the mobile network, in case of a mobile routegeneous accesses (i.e., 3GPP and non-3GPP networks) and
Because of this, it is not recommended that the mobile noilds part of the specifications since Release 8. Next section
changes the selected tunneling approach unless it is awiaredevoted to conduct the same exercise for the case of
that it can do it beforehand (note that probing the differeftroxy Mobile IPv6, identifying and explaining the diffeten
tunneling options takes time and therefore the mobile gshowdxtensions required to meet the requirements posed by a dual
avoid doing it every time it moves). Second, the overheatack scenario.



V. IPv4 SUPPORT FORPROXY MOBILE IPV6 packet overhead introduced by the Proxy Mobile IPv6 sofutio

In order to operate over IPv4, extensions to the basic Proiy0f 33.9% for IPv4-in-IPv6 (native IPv6 transport between
Mobile IPv6 protocol have been defined in RFC5844 [7EMA and MAG), 20.4% for IPv4-in-IPv4, 26.4% for IPv4-
These extensions provide two main functionalitigsiPv4 n-UDP-over-IPv4, 29.1% for IPv4-UDP-TLV and 26.4% for
transport network support, arig) IPv4 mobility support. A 1Pv4-GRE encapsulation. These values are similar to the one
network provider managing a PMIPv6 domain can choose @§tained for DSMIPv6, with the important difference that in
deploy either one or both of these functions depending ain thiis case the added overhead is not carried over-the-alfiein t
operational requirements. Fig. 5 presents a possible soend/iréless hop between the mobile node and the MAG.
for the deployment of these extensions. In Fig. 5, MAG2 All the extensions described in this section can be catego-
and MAGS3 are located in IPv4 networks and establish biized under the second general requirement that was dedcrib
directional tunnels to the local mobility anchor by using4P in Section lIl, namely the transparent support for différen
transport network support. Additionally, IPv4 mobilityort  types of IP visited networks. It is worth mentioning, thakedu
enables mobile nodes to obtain IPv4-only, IPv6-only or bof the shift of mobility operations from the mobile termirtal

IPv4 and IPv6 addresses. In the following subsections efchtlde MAG, it is not the mobile node itself who needs to support
these functionalities is explained in detail. roaming between IPv4 and IPv6 networks, but the MAG to

be able to exchange traffic with the LMA via IPv4 or IPv6
networks. The link between the MAG and the mobile node

) i can be considered to be IPv4/IPv6, if the mobile is running
Although Proxy Mobile IPv6 requires an IPv6 transporg oih 1Pv4 and IPV6 applications, as described next.
network and an IPv6 home network for its operation, network

operators cannot migrate their entire PMIPv6 domain to IPv6
at once due to network backward compatibility, financiak,ris B. |Pv4 mobility support
service disruption avoidance, etc. Therefore, it is imgairfor i i
network providers that the LMA and the MAGs are placed at AS |0Ng as operators continue supporting IPv4 based ap-
both IPv6 and IPv4 networks during the IPv6 transition phas@“cat'ons running on mo_blle nodes, an IPV4_ home add_ress
Thus, local mobility anchors and mobile access gateways m{J&St bé assigned to mobile nodes (see MN1 in Fig. 5). Since
be able to forward any packets meant to/from mobile nodgg/”':,)v6 cannot modnfy mobile nodes "?‘t all, it only supports ,
over IPv4 transport networks. existing address assignment mechanisms such as Dynamic
In order to support IPv4 transport networks, both LMAs angost €onfiguration Protocol (DHCP) [9], PPP Internet Pro-
MAGs must support dual stack and obtain an IPv4 address tHge! Control Protocol (IPCP) [10] or Internet Key Exchange
can be of private or global scope. (IKEv2) protocol [11]. One of the challenges is how to keep
When LMA and MAG exchange the standard pmipvéne consistency of the address assignment status between
signaling messages as defined in RFC5213 [3], the pTMIPV6E and_ those address assignr_nent mechanisms, specially
signaling packets must be encapsulated in IPv4 packets. -lvw%en a mobile node attaches to a different MAG. In RFC5844,
use of IPv4 packets to encapsulate the signaling messafjss WtMA manages an IPv4 home addresses pool and any
imposes that they are securely exchanged with IPsec. address assignment mechanisms used to deliver the IPv4 home
opposed to DSMIPV6 [6], the LMA and MAG must establisﬁlddress §s§igned by PMIPv6 to the mobile nodes. This guaran-
an IPsec security association (IPv4 IPsec ESP) between tH8fS assigning the same IPv4 home address whenever a mobile
IPv4 addresses for securing signaling packets. As LMA af§de switches MAG. The IPv4 mobility support functionality
MAGs are stable routers and a part of operators' infrastregt Provided by RFC5844 [7] supports flexible DHCP settings in
having additional security association for IPv4 support & PMIPv6 domain such as:
easily archived. In addition, Proxy Binding Update and Ac- « DHCP server co-located with every MAG.
knowledgement messages are no longer carried in a mobilityy DHCP relay co-located with every MAG and DHCP
header but in the UDP payload, due to the limitations of IPv4  server located anywhere in PMIPv6 domain (most likely

A. 1Pv4 Transport Network support

options. DHCP server co-located with LMA).
User’s traffic can be encapsulated between LMA and MAG when a mobile node detects a link change (i.e., handover),
with the following tunnel mechanisms: the mobile node may run DNAv4 (Detecting Network At-
« IPv4: IPv4 or IPv6 payload packet carried in an IPvdachment version 4) [12]. In this case, it may not identify
packet. the link change because Proxy Mobile IPv6 is responsible
« IPv4-UDP: payload packet carried in an IPv4 packet witfor providing the same default router at any visiting links.
UDP header. Therefore, the mobile node will not perform any DHCP

« IPv4-UDP-TLV: payload packet carried in an IPv4 packeperation after the link change. If the mobile node does not
with UDP and TLV (Type, Length, Value) header. support DNAv4, it may start DHCP rebooting procedure after
« IPv4-GRE: payload packet carried in an IPv4 packet witthe link change event. However, the mobile node will obtain
a Generic Routing Encapsulation header. the same home address anyway and continue its sessions.
If we perform the same overhead analysis than in Section IV These protocol extensions meet the first general requiremen
(i.e., a VoIP application using the iLBC codec with an encodiescribed in Section lll, allowing the mobile node to enjoy
ing length of 20ms and RTP/UDP over IPv4), the additionaleamless IP connectivity, regardless of it is IPv4 or IPv6.
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Fig. 5. IPv4 support for Proxy Mobile IPv6.
VI. CONCLUSION To our understanding, these standards will play a cruclal ro

) . ) in the future Internet with billions of mobile devices mogin
In this article, we have discussed the recent standaifiSmixed |Pv4/IPv6 environments. As more and more IPv6
defined to extend the IPv6 mobility management mechanismsiyorks will be deployed, the coexistence and inter-wagki

to support the mobility of dual stack nodes roaming acroggnyveen current IPv4-based networks and the newly added
IPv4/IPv6, IPv6-only and IPv4-only visited networks. Wevba |py6-based networks become imperative.

considered the two main paradigms followed by the IETF
and the 3GPP to manage mobility, namely, client-based and

network-based. Thus, we have analyzed both the extensions t

; ; [1] C. Perkins, “IP Mobility Support for IPv4,” RFC 3344 (Ryosed
Mobile 1Pv6 gnd Proxy MObIIe IPVe. . Standard), Internet Engineering Task Force, Aug. 2002.
These previously mentioned extensions assume that both tf2¢ b. Johnson, C. Perkins, and J. Arkko, “Mobility SuppartlPv6,” RFC

mobile node and the mobility entities (i.e., LMA, MAG, HA) 3775 (Proposed Standard), Internet Engineering Task Foure 2004.

o ] S. Gundavelli, K. Leung, V. Devarapalli, K. ChowdhuryndaB. Patil,
are dual stack (IPv4/IPv6) enabled. However it is presume “Proxy Mobile IPv6” RFC 5213 (Proposed Standard), InterBegi-

that applications and visited networks may be IPv4-only, or neering Task Force, Aug. 2008.
the mobility management entities may be located at IPv#] V. Devarapalli, R. Wakikawa, A. Petrescu, and P. Thub&ietwork

. Mobility (NEMO) Basic Support Protocol,” RFC 3963 (Propds8tan-
networks. So, the proposed extensions cover the challenges dard), Internet Engineering Task Force, Jan. 2005.

posed by several mobility scenarios that are foreseen to Ipg G. Tsirtsis and H. Soliman, “Problem Statement: Dualc&tilobility,”
frequent and relevant in the IPv6 transition period (thaghmi | RFC ‘|1977 (lnfor?fltional), lntemethngineFring lask Fomﬂ% 2007.
_ . H. Soliman, “Mobile IPv6 Support for Dual Stack Hosts aRduters,”
never end) V\_/here newly_deployed IPv6-based networks WI[P RFC 5555 (Proposed Standard), Internet Engineering TasteFdune
be operated in parallel with IPv4-based networks. 2009.
From a deployment p0|nt Of V|eW, C“ent and network_[7] R. Wakikawa and S. Gundavelli, “IPv4 Support_for P_roxyIMIe IPv6,”
. . . RFC 5844 (Proposed Standard), Internet Engineering TasteFMay
based solutions present different issues. On the one hand, 5510
client-based solutions pose the disadvantage of requitiagt  [8] S. Andersen, A. Duric, H. Astrom, R. Hagen, W. Kleijn, afdLinden,
stack modifications, which can be seen as a burden on the ‘Internet Low Bit Rate Codec (iLBC) RFC 3951 (Experimeijta
denl bilit f th luti On th th hand lient Internet Engineering Task Force, Dec. 2004.
eploya ”Y 0 e soluuon. Un the other han o a chen T9] R. Droms, “Dynamic Host Configuration Protocol,” RFC 218Draft
based solution relies less on support locally availablehat t Standard), Internet Engineering Task Force, Mar. 1997.
visited network, as compared with a network-based solutid¥] G. McGregor, “The PPP Internet Protocol Control Prolo@PCP),’
. . .. . RFC 1332 (Proposed Standard), Internet Engineering TasteFMay
which requires the visited network to implement (at leastso 1992
of) the extensions described in this article in order to f@ev [11] C. Kaufman, “Internet Key Exchange (IKEv2) ProtocoRFC 4306
seamless service to a dual stack mobile node. If we take the (PIVOP%SEd Stagdaégg 'm%metdEbngi”e(e:””gs;%k Force, 25, ob-
. . soleted by RFC 5 , updated by RFC 5 .
SGRP as a re.ference' b(_)t_h C!|ent a”O_' network-based S(mm?l@] B. Aboba, J. Carlson, and S. Cheshire, “Detecting Netwattachment
are included in the specifications, being also enhancedtto Nno in IPv4 (DNAv4),” RFC 4436 (Proposed Standard), InternegiBisering
only support dual stack mobile devices, but also some other Task Force, Mar. 2006.
advanced features such as IP flow mobility and seamless WiFi
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